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In this workshop paper, we argue that most AI technologies enforce gender binarism and gender surveillance in an inherently
transphobic way, preventing these technologies from providing “solutions” that support the goals and well-being of trans people. We
argue that transness itself is a form of resistance against AI, and encourage trans people and allies to resist the increased proliferation
of transphobic AI technologies in mainstream society. We can, instead, actively subvert AI technologies.
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1 Deleting three years of my online trans life as an act of resistance against OpenAI

On May 16 2024, Reddit announced that it would allow OpenAI to “bring Reddit content to ChatGPT and new products”
and “access Reddit’s Data API, which provides real-time, structured, and unique content from Reddit,” allowing OpenAI
tools to “better understand and showcase Reddit content, especially on recent topics” [13]. Some Reddit users (including
myself1) expressed frustration and concern with Reddit and OpenAI’s partnership. I primarily used Reddit to post on
trans-specific subreddits about issues related to gender transition and navigating the world as a trans person. I felt
uncomfortable with the idea that my trans-specific account activity could fuel algorithmic tools that systematically
exclude and demonstrate bias toward trans people while policing our genders and gender presentation. Did I really
want years of my vulnerable online questions about gender and transition to be fed to a large language model?

In response, I followed the footsteps of other disgruntled Reddit users by mass-overwriting my Reddit post and
comment history before deleting all my comments (and later my account) entirely. Simply deleting a Reddit account
does not delete the account’s comments and posts, which remain publicly visible to other users [12]; additionally,
deleted Reddit comments are still stored on Reddit’s servers, allowing online content retrieval tools to display the text
1The Reddit account deletion vignette described throughout this workshop paper refers to the first author’s experiences; the use of “I” throughout these
sequences refers to the first author.
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of deleted Reddit posts. The nature of Reddit content and account deletions fueled speculation among users that even if
they deleted their comments, posts, and accounts, their content may still be shared with OpenAI against their wishes.

Particularly disgruntled Reddit users like myself responded to this speculation by mass-editing our post and comment
history into strings of random words before deleting our Reddit content and accounts, attempting to sabotage our
online comments and posts before they were shared with external parties. I personally used an online tool called
PowerDeleteSuite [17] to overwrite my Reddit account’s entire comment history with random strings of words before
deleting all comments and posts from the account. Once all my scrambled comments and posts were deleted, I glanced
through my now-empty account one last time before deleting it from the platform. Three years of my online life – my
early years learning about transness, iterating on pronouns and names, meeting other trans people, asking countless
first-timer questions about identity, transition, belonging, struggle, and finding hope for a happier future – were
overwritten and deleted in under three minutes.

I am aware that my act of “resistance” may have been entirely ineffective, and that my cumulative account history –
every gender joke, vent post, and question I posted on multiple trans subreddits for years – may have been added to
some generative AI database long before I overwrote it all. No social media user can peek into the opaque relationship
between platforms, online generative AI tools, and user data shared from one to the other, let alone know whether their
acts of account sabotage actually prevented their data from being used by these services. Still, this act was the closest
thing I could envision to “resisting” AI in some way, even at the cost of my own personal history; my little Library of
Alexandria burning to the ground, taking years of my own trans life down with it. I miss some of the people I met there.
I wonder how they’re doing?

2 The incompatibility of transness and the algorithmic operationalization of binary gender

Past work has found that AI systems often act on biased datasets that misrepresent, or fail to represent, marginalized
populations [3–5, 11]. Many AI technologies act on gender classification systems that operationalize binary gender
dichotomies and norms for gender presentation, putting these technologies at direct odds with transness itself [14, 15].
Not only do these technologies generally perform worse for trans people than cisgender people, but they often perform
exceptionally badly for nonbinary people – their databases generally do not include images of nonbinary people, nor
can these systems detect whether a person is nonbinary [14, 15].

Trans people have written extensively about the real-world harm they experience when interacting with AI systems
that surveil and police gender, such as interactions with TSA scanners that assess “gender” based on physical shape
and flag people with “anomalies” as potential security threats [6], or algorithmic content moderation systems that
misgender trans peoplewhile incorrectly flagging their images as rule-breaking “nudity” [8, 10]. Exclusionary algorithmic
systems are a near-unavoidable part of regular life for trans people who use internet technologies, exacerbating the
marginalization we already face on a daily basis.

AI technologies’ adherence to gender binarism and gender surveillance are inherently at odds with both transness
itself and with the goals and well-being of trans people, making the authors of this work skeptical that AI technologies
can provide “solutions” for trans people’s sociopolitical struggles. We argue that the inherent tension between AI
technologies and transness, and the routine ways in which trans people and bodies confound AI technologies, reveals
how transness itself can be a form of resistance against AI technologies and their normative values. The problems
caused by AI systems’ goals and operationalization of gender cannot be solved by the increased “representation” of trans
people’s data in AI systems’ datasets. Instead, we encourage both trans people and trans allies to resist the increased
proliferation of transphobic AI technologies in mainstream society, and to subvert such technologies when possible.
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We say this while fully aware that no one can truly know the most effective ways to “subvert” opaque algorithmic
systems, creating the potential for acts of “resistance” that may not achieve the intended result. We also say this while
acknowledging that certain acts of subversion require personal sacrifice, such as Reddit users sacrificing their online
histories to prevent their data from being shared with OpenAI.

3 Trans people building AI technologies to resist AI

Some trans people resist transphobic AI technologies by building their own AI technologies. Allucquére Rosanne “Sandy”
Stone argues that “in cyberspace, the transgendered [sic] body is the natural body” [16], describing how trans people
use technologies to survive, experiment with identity, and challenge mainstream cultural norms surrounding bodies,
materiality, and gender expression. Similarly, some trans people have built and used trans-specific AI technologies
that subvert and critique mainstream AI technologies and normative attitudes about gender embedded in mainstream
AI technologies. Trans artists like Ada Ada Ada [2] use custom-built machine learning tools to create digital art that
interrogates gender and online gender surveillance; Ada Ada Ada describes the precautions she takes to limit the
environmental impact and privacy implications of her generative AI use, while sharing her commitment to “never use
AI without accompanying it [with] a criticism of the technology itself” [1]. Similarly, trans artist Lucas LaRochelle
(creator of Queering the Map, a “community generated counter-mapping platform for digitally archiving LGBTQ2IA+
experience in relation to physical space”) developed QT.bot, an AI technology that generates hypothetical queer stories
based on real Queering the Map entries; LaRochelle’s goal for QT.bot is to “revel in the potential of failure, chaos and
incommensurability in the queer use of machine learning technologies” by producing “visions of the many futures
contained within [Queering the Map’s] data... fabulating on the absences of the archive, orienting us away from what
is, and towards what could be” [9]. When trans people develop AI-based “trans technologies” [7] for their personal
ends, they often create technologies that explicitly subvert and resist mainstream AI technologies’ goals, while openly
challenging the harm AI technologies inflict upon trans people.

4 Conclusion

I deleted three years of my formative trans life in an act of resistance against OpenAI; I cannot take back this act, nor
can I know whether it was an effective act of “resistance.” Yet I would make the same decision today even without
knowing whether it would meaningfully subvert OpenAI’s products, simply because I would rather resist the increasing
proliferation of transphobic AI technologies than to passively allow my own data to fuel it, even if that resistance is
symbolic. Reflecting on this decision and the circumstances that informed it, the authors of this paper propose the
following questions for our workshop:

(1) What does it mean for an act of resistance against AI technologies to be “effective?” And to what extent does the
“effectiveness” of an act of AI resistance matter?

(2) How should one envision an act of trans resistance against AI technologies? Could they be targeted, explicit acts
of sabotage, or symbolic acts of resistance with less guaranteed impact on AI technologies – or both?
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